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Topic Title Topic Objective

Types of Security Data Describe the types of data used in security monitoring.

End Device Logs Describe the elements of an end device log file.

Network Logs Describe the elements of a network device log file.



25.1 Types of Security Data



Network Security Data
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Network Security Data

Session Data

« Session data is a record of a conversation between two network endpoints.

* It includes the five tuples of source and destination IP addresses, source and destination port
numbers, and the IP code for the protocol in use.
- Data about the

session includes a @ @ @ @@ @@.@ @@ @

I d d.orig_h id.orl idresp_h id.res olo  service duration ord #s ey s orig pkis res ts
session ID, the u dota) __Motap Mrop, 0.0 b u obres g b ol Sks w3
19567 CEV1Z54N wJLo 12 168 2 12024013 tcp 1 | i
amount Of data 20279567 CHiUebISH x HWASNNA 192168276 ? 5 184722343 F,-' icp hip ?u 04 905 T 0 :-;
'T-.PT.I?.i'fr*'-'.'-' CaTMSv1Sh8 .h-=-:-; 102 1682 76 52033 184 T22M 3 B0 tep Hip 345800 1854 144F 15

transferred by source
and destination and
information related to
the duration of the
session.

. ts: session start timestamp

~uid: unigue session |D

. id.orig_h: IP address of host that originated the session (source address)
. id.orig_p: protocol port for the originating host (source port)

_id.resp_h: IP address of host responding to the originating host (destination address)
_id.resp_p: protocol of responding host (destination port)

. proto: transport layer protocol for session

. service: application layer protocol

. duration: duration of the session

. orig_bytes: bytes from originating host

. resp_bytes: bytes from responding host

. orig_packets: packets from the originating host

. resp_packets: packets from responding host

- The figure shows a
partial output for
three HT TP sessions
from a Zeek
connection |Og Zeek connection log
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Network Security Data

Transaction Data

- consists of the messages that

GET fhome/index.html HTTE/1l.1

are exchanged during network i e
SeSS|OnS Transfer-Encoding: chunked

Mozilla/5.0 (Windows NT 6.1; WOWG4;:
Gecko/20100101 Firefox/53.0

* requests and replies

- can be viewed in packet capture
transcripts.

- logged

HTTP/1.1 200 OFK Date: Fri, 10 Oct 2015

e |n dn acCcess |Og on a server 23:59:59 GMT Content-Type: text/plain
- or by a NIDS like Zeek. <text returned>

- A session includes some
transastion data...

182.168.1.10 - anyUser [10/0ct/2015:13:55:36 —-0500] "GET /index.html HTTPS1.1"™ 20

 the downloading of content from
a webserver, as shown in the
figure.




Network Security Data

Full Packet Captures

- the most detailed network data that is generally collected.
- It contains the actual content of the conversations such as text of email messages, the HTML in
web pages, and the files that enter or leave the network.

- Extracted content can be
recovered from full packet

Captu reS ' 383133 2691104 1.3.2.178 1.2.0.2 TOP T0 [TCP Dup ACK 34832#1] [TCP ACKed unseen segment] 54735 > hitp [ACK]

- and analyzed for . i : i -
malware —— : j
* Or user behavior that e
. . [+ Frame 1: 1504 bytes om wire (12032 bits), 1500 bytes captured (12000 bits)
VIOIateS bUSIneSS and [* Ethemet I Src: 02:1:c5:01:00:00 (02:12:¢5:01:00:00), Dit: 02:125¢5:02:00:00 (02:12:¢5:02:00:00)
secu rlty pol |C|eS [- Internet Protocal Version 4, Src: 1.2.0.2 (1.2.0.2), Dst: 1.3.1.229 (1.3.1.229)
[' Transmission Control Protoced, Src Port: hitp (80), Dst Port: 55998 (55998), Seq: 1, Ack: 1, Len: 1438

- The figure here shows the |
interface for the Network 5000 02 1AC502000002 1ACS 01 000008004500  .............. 3

. . 2a1e B5DCB7D54000 2006 C95B @1 020002 @103 el

A I M t t gaze @lES500 S0 DABECFFD2D194F DA E7D9 B2 18 N TP W | e
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..........

full packet captures.
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Network Security Data

Cisco prime infrastructure R
= single, unified solution provides wap

TR

« wired and wireless lifecycle management [ 11504 btes on e 12052 b, 1500 e opred (12000 )

* Ethemet IL Src: 02:12:¢5:01:00:00 (02:12:¢5:01:00:00), Dit: 02:13:¢5:02:00:00 (02:12:¢5:02:00:00)

° appl ication ViSi bility and Control * Intemet Protocol Version 4, Src: 1.2.0.2 (1.2.0.2), Dst: 1.3.1.229 (1.3.1.229)

[' Transmission Control Protocel, Src Port: hitp (80], Dst Port: 55998 (55998), Seq: 1, Ack: 1, Len: 1438

s & &
-
—_—P A_A_NED
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* Hypertext Transfer Protecol

« policy monitoring and troubleshooting with e §
the Cisco ldentity Services Engine (ISE) 020 91 £500 30 OADECF PO I94E OA 10D O0I8 L. Do,

2838 IC4ABBEE1 P00 QL0108 AAC 190403 ABCT e

28048 7916 37BEASAS 2FB6 I0OC TE 7207500117  y.7.E./.0.~r.P..

H H HEH H 0958 38 7179 A9 68 DD DD BS 17 58 97 B8 42 C7 9E 55 sqy.k....X..B..U

* location-based tracking of mobility devices Gode  FFIF 830204720026 1699 21 SEROKES -1 oot i ncin
2070 DDDADESIABGOAAAZADBCDACIGIBACACE  ...Y.i...... a...

Wlth the CISCO MObIIIty SerVICeS Englne 0080 FFIE7FBRSADCBIFBDCS593IDDAST7I8IAS ... 7....U.,.y.5

(MSE) - The figure here shows the
« Management of the network, devices, interface for the Network
applications, and users — all from one place. Analysis Monitor component

of Cisco Prime Infrastructure
system, which can display
full packet captures.

afua]n
CISCO



Network Security Data

Statlstlcal Data

is about network traffic which is created through the analysis of other forms of network data.
- Statistics can be used

* to characterize normal amounts of variation in network traffic patterns

* in order to identify network conditions that are significantly outside of those ranges.

- An example of an NSV tool that internal Users
utilizes statistical analysis is Cisco
Cognitive Threat Analytics. ;Q,‘ Benavioral Anaiysis

- It is able to find malicious activity
- that has bypassed security (),
controls ;' \} =
- or entered the network through otental Threat
unmonitored channels (including j_

removable media)

- and is operating inside an ! @
o . e — RS
organization's environment. \ U

Anomaly Detection Machine Learning

architecture for Cisco Cognitive Threat Analytics



25.2 End Device Logs



End Device Logs
Host Logs
- Host-based intrusion detection systems (HIDS) run on individual hosts.

- Many host-based protections submit logs to a centralized log management servers which can
be searched from a central location using NSM tools.

- Microsoft Windows host logs are visible locally through Event Viewer. Event Viewer keeps
four types of logs:

- Application logs — These contain events logged by various applications.

- System logs — These include events regarding the operation of drivers, processes, and
hardware.

- Setup logs — These record information about the installation of software, including Windows
updates.

- Security logs — These record events related to security, such as logon attempts and
operations related to file or object management and access.

- Command-line logs — Attackers who have gained access to a system, and some types of
malware, execute commands from the command-line interface (CLI) rather than a GUI.
Logging CLI execution will provide visibility into this type of incident.




End Device Logs
HOSt LOQS (Contd ) The table explains the meaning of the five Windows host log event

It is an event that indicates a significant problem such as loss of data or functionality. For

Error example, if a service fails to load during startup, an error event is logged.
It is an event that is not necessarily significant but may indicate a possible future
Warnin problem. For example, when disk space is low, a warning event is logged. If an
g application recovers from an event without loss of functionality or data, it can classify the
event as a warning event.
It describes the successful operation of an application, driver, or service. For
Information example, when a network driver loads successfully, it may be appropriate to log an
information event. Note that it is generally inappropriate for a desktop application to log an
event each time it starts.
Success It is an event that records an audited security access attempt that is successful. For
Audit example, a user’s successful attempt to log on to the system is a success audit event.
Failure It is an event that records an audited security access attempt that fails. For example, if

a user tries to access a network drive and fails, the attempt is logged as a failure audit

Audit event.




End Device Logs

Severity, Facility | | Timestamp, Hostname
S yS I O g PRI HEADER MSG
« Syslog incudes
o 8 Bits
 specifications for message formats |
» a client-server application structure {024 Bt
ytes

* and network protocol.

- Many different types of network devices can be configured to use the syslog standard to log events to
centralized syslog servers. It is a client/server protocol.

« The full format of a Syslog message has three distinct parts:

* PRI (priority)
 consists of two elements, the Facility and Severity of the message, which are both integer values.
« facility consists of sources that generated the message, such as the system, process, or application.

« severity is a value from 0-7 that defines the severity of the message.
- HEADER
« MSG (message text).



End Device Logs

Syslog (Contd.)

Facility

- Facility codes between 15
and 23 (localO-local7) are
not assigned a keyword or
name.

» They can be assigned to
different meanings
depending on the use
context.

- Various operating systems
have been found to utilize

both facilities 9 and 15 for
clock messages.

Facility Number
0

1

10

11

Facility Descriptio
n

kernel messages

user-level
messages

mail system
system daemons

**security/authorizat
lon messages

messages
generated internally
by Syslog

line printer
subsystem

network news
subsystem

UUCP subsystem
clock daemon

security/authorizatio
n messages

FTP daemon

Facility Number
12
13

14
15

16

17

18

19

20
21

22

23

Facility
Description

NTP subsystem
log audit

log alert

clock daemon

local use 0 (local0)

local use 1 (local1)

local use 2 (local2)

local use 3 (local3)

local use 4 (local4)

local use 5 (local5)
local use 6 (local6)

local use 7 (local7)



End Device Logs
Syslog (Contd.)

Severity

Emergency: system is unusable

Alert: action must be taken immediately

Critical: critical conditions that should be corrected immediately and indicates failure in a system

Error: a failure that is not urgent, should be resolved within a given time

Warning: an error does not presently exist; but, an error will occur in the future if the condition is not addressed
Notice: an event that is not an error, but that is considered unusual. Does not require immediate action.

Informational: messages issued regarding normal operation

N OO o0 A WON -~ O

Debug: messages of interest to developers




End Device Logs

Syslog (Contd.)

Priority

- The Priority (PRI) value is calculated by multiplying the Facility value by 8, and then adding it
to the Severity value, as shown below

Priority = (Facility * 8) + Severity

- The Priority value is the first value in a packet and occurs between angled brackets <>.

The following is a list of RFCs that define the Syslog protocol:

. Reliable Delivery for Syslog

. The Syslog Protocol

. TLS Transport Mapping for Syslog

. Transmission of Syslog Messages over UDP
. Textual Conventions for Syslog Management
. Signed Syslog Messages

. Datagram Transport Layer Security (DTLS) Transport Mapping for Syslog


http://tools.ietf.org/html/rfc3195
http://tools.ietf.org/html/rfc5424
http://tools.ietf.org/html/rfc5425
http://tools.ietf.org/html/rfc5426
http://tools.ietf.org/html/rfc5427
http://tools.ietf.org/html/rfc5848
http://tools.ietf.org/html/rfc6012

Severity

Syslog )

Sep 19 12:25:29.103: -—I—UPDDWH= Interface FastEthernet0/1l, changed state to down

? (N !

Time Stamp Facilty Mnemonic Message-text

Rapid7 syslog message
<100>2 1982-07-10T20:30:40.001Z myserver.com su 201 32001 - BOM ‘su root’ failed on /dev/pts/7 Cisco IOS syslog message

—>» Message: su root ...
—>» Encoding: BOM (UTF-8)

—————>» Structured-Data: -
—» Message |D: 32001

» Process ID: 201

» Application: su

» Hostname: myserver.com

—» 30 mins and 40.0012 seconds after the 20th hour of 10 July 1982 in UTC

» Version: 2

» Priority: 34



End Device Logs

Server Logs
- essential source of data for NSM

- DNS proxy server logs which document all the DNS queries and responses that occur on
the network are especially important.

Two important log files are Apache webserver access logs
and Microsoft Internet Information Server (lIS) access logs.

Apache Access Log

283.0.113.127 - dsmith [18/0ct/2016:18:26:57 - @500] "GET /logo_sm.gif HTTP/1.0% 280 2254

““http://www.example.com/links.html™" "Mozilla/5.8 (Windows NT 6.1; Win64; x64; rv:47.8) Gecko/20108181
Firetox/47.8"

lIS Access Log

6/14/2016, 16:22:43, 283.6.113.24, -, W3SVC2, WEB3, 198.51.1@@.1@, 80, GET, /home.htm, -, 200, @, 15321,

159, 15, HTTP/1.1, Mozilla/5.@ (compatible; MSIE 9.0; Windows Phone 05 7.5; Trident/5.8; IEMobile/9.0),

-, http://www.example.com




End Device Logs
SIEM and Log Collection

Security Information and Event Management (SIEM) technology is used in many organizations to
provide real-time reporting and long-term analysis of security events, as shown in the figure.

IDS/IPS

Antimalware Devices Firewalls

HIDS
Full Packet Captures

NetFlow Telemetry Server Logs and Syslog

Threat Intelligence, Incident Management

Asset Management, System
Log Storage
Compliance Reporting Alerts and Automation

Y

Dashboards and Reports

SIEM Inputs and Outputs



End Device Logs

SIEM and Log Collection (Contd.)

SIEM combines the essential functions of SEM and SIM tools to provide a view of the enterprise
network using the following functions:

- Log collection — Event records from sources throughout the organization provide important
forensic information and help to address compliance reporting requirements.

- Normalization — This maps log messages from different systems into a common data model,
enabling the organization to connect and analyze related events, even if they are initially
logged in different source formats.

- Correlation — This links logs and events from disparate (rozdielne) systems or applications,
speeding detection of and reaction to security threats.

- Aggregation — This reduces the volume of event data by consolidating duplicate event
records.

- Reporting — This presents the correlated, aggregated event data in real-time monitoring and
long-term summaries, including graphical interactive dashboards.

- Compliance — This is reporting to satisfy the requirements of various compliance regulations.




End Device Logs

SIEM and Log Collection (Contd.)

A popular SIEM is Splunk, which is
made by a Cisco partner.

Splunk Threat Dashboard

Bearch  Datmsets  Feports  Alets  Deshboords  Thweat Dashbesrd devnet1-1

- The figure shows a Splunk Threat | N _
Dashboard. Splunk is widely used in

SOCs. —

i
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- Because of the lack of cybersecurity
professionals to monitor and analyze the 2
large volume of security data, it is - = 2 = oE o ow e
important that tools from multiple —

vendors can be integrated into a single s I
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platform.

- Integrated security platforms go beyond
SIEM and SOAR to unify multiple
security technologies into a unified team.

oln



25.3 Network Logs



Network Logs
Tepdump
- The tcpdump command line tool is a very popular packet analyzer.

It can display packet captures in real time or write packet captures to a file.

It captures detailed packet protocol and content data.

Wireshark is a GUI built on tcpdump functionality.

The structure of tcpdump captures varies depending on the protocol captured and the fields
requested.



Network Logs

NetFlow

- developed by Cisco as a tool for network troubleshooting and session-based accounting.

- NetFlow provides an important set of services for IP applications, including

* network traffic accounting

* usage-based network billing

* network planning, security

* Denial-of-Service monitoring capabilities

« and network monitoring.

« information about network users and applications

» peak usage times, and traffic routing.

It records information about the packet flow including metadata.

Cisco developed NetFlow and then allowed it to be used as a basis for an IETF standard called IPFIX.

NetFlow information can be viewed with tools such as the nfdump.

nfdump provides a command line utility for viewing NetFlow data from the nfcapd capture daemon, or collector.



Network Logs

NetFlow (Contd.)

« An example of a basic NetFlow flow record, in two different formats, is shown in the figure.

Date flow start Duration Proto 5rc IP Addr:Port Dst IP Addr:Port Flags Tos Packets Bytes
Flows2817-88-30 08:89:12.596 00.010 TCP  18.1.1.2:886 -> 13.1.1.2:8974 APLSE B B2
3512 1

Traffic Contribution: 8% (3/37)Flow information:IPV4 SOURCE ADDRESS5:1©.1.1.2IPV4 DESTINATION
ADDRES5:13.1.1.2INTERFACE INPUT:5e8/0/1TRNS SOURCE PORT:8974TRNS DESTINATION PORT:80IP TOS5:0x00IP
PROTOCOL :6FLOW SAMPLER ID:@FLOW DIRECTION:Inputipvd source mask:/@ipv4d destination mask:/8counter

bytes:285ipvd next hop address:13.1.1.2tcp flags:8xlbinterface output:Fa@/@counter packets:5timestamp
tirst:00:89:12.5%0timestamp last:00:89:12.606ip source as:Bip destination as:@

« Alarge number of attributes for a flow are available. The IANA registry of IPFIX entities lists
several hundred, with the first 128 being the most common.

* NetFlow is a useful tool in the analysis of network security incidents. It can be used to
construct a timeline of compromise, understand individual host behavior, or to track the
movement of an attacker or exploit from host to host within a network.




Network Logs
Application Visibility and Control (AVC)
- combines multiple technologies:
- to recognize
- analyze
- and control
over 1000 applications.

- voice and video, email, file sharing, gaming, peer-to-peer (P2P), and cloud-based
applications.

- AVC uses Cisco next-generation network-based application recognition version 2 (NBAR2),
also known as Next-Generation NBAR, to discover and classify the applications in use on the
network.
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Application Visibility and Control (Contd.)
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Application Visibility and Control (Contd.)

Port Monitoring vs. Application Monitoring

A management and reporting system analyzes and presents the application analysis data into
dashboard reports for use by network monitoring personnel. Application usage can also be
controlled through quality of service classification and policies based on the AVC information.

Port Monitoring Application Monitoring
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Content Filter Logs

“Overview” Reports “Detailed” Reports Targeted Search
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1 == | - Devices that provide content filtering, such as the Cisco Email

.....

Security Appliance (ESA) and the Cisco Web Security Appliance
o T (WSA), provide a wide range of functionalities for security monitoring.

- The figure shows the dashboards from Cisco content filtering devices.
T e B By clicking components of the Overview reports, more relevant details
— — ~J are displayed. Target searches provide the focused information.
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Logging from Cisco Devices
Cisco security devices can be configured to submit events and alerts to security management

platforms using SNMP or syslog.

The figure shows a syslog message
generated by a Cisco ASA device
and a syslog message generated by
a Cisco IOS device.

There are two meanings used for the
term facility in Cisco syslog
messages.

The first is the standard set of
Facility values that were established
by the syslog standards.

The other Facility value is
assigned by Cisco and occurs in
the MSG part of the syslog
message.

Cisco ASA Device

NTP Status L N
Timestamp Cisco Message

Facility D Message Text

*Mar19 11:22:07_.289 EDT: % ASA-3-201008: Disallowing new connections

Cisco 10S Device
Cisco
Facility Mnemonic

*Sep 16 08:50:47 359 EDT: %SYS-5-CONFIG_I: Configured from console by con(
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Proxy Logs

Proxy servers, such as those used for web and DNS requests, contain valuable logs that are
a primary source of data for NSM.

The proxy server requests the resources and returns them to the client and generates logs of
all requests and responses.

These logs can then be analyzed to determine which hosts are making the requests, whether
the destinations are safe or potentially malicious, and to also gain insights into the kind of
resources that have been downloaded.

Web proxies provide data that helps determine whether responses from the web were
generated in response to legitimate requests or have been manipulated to appear to be
responses but are in fact exploits.

It is also possible to use web proxies to inspect outgoing traffic as means of data loss
prevention (DLP).

- DLP involves scanning outgoing traffic to detect whether the data that is leaving the web
contains sensitive, confidential, or secret information.
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Proxy Logs (Contd.)

Cisco Umbrella (suite of security products)
 formerly OpenDNS

» offers a hosted DNS service

« that extends the capability of DNS to include security enhancements.

 applies many more resources to managing DNS than most organizations can afford.
e functions in part as a DNS super proxy in this regard.

« apply real-time threat intelligence to managing DNS access and the security of DNS
records.

« An example of a DNS proxy log appears below.

"2815-81-16 17:48:41" ,"ActiveDirectorylUserName”,
"ActiveDirectorylUserName,ADSite,Network™,
"10.10.1.100","24.123.132.133","Allowed™,"1 (A)",

"NOERROR™ , "domain-visited.com.”,

"Chat,Photo Sharing,Social Networking,Allow List”
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Next-Generation Firewalls

- extend network security beyond IP addresses and Layer 4 port numbers
- to the application layer and beyond.
 provided much more functionality than previous generations of network security devices.

- One functionality is reporting dashboards with interactive features that allow quick point-and-
click reports on very specific information without the need for SIEM or other event correlators.

- Cisco NGFW use Firepower Services
- consolidate multiple security layers into a single platform.

iInclude application visibility and control
Firepower Next-Generation IPS (NGIPS)
reputation and category-based URL filtering
Advanced Malware Protection (AMP).
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Next-Generation Firewalls (Contd.)

Common NGFW events include: Services Provided by NGFW

- Connection Event
Intrusion Event (prienik) \ | O
Host or Endpoint Event

. "
° Network Dlscovery Event Intrusion Prevention || |H] Advanced Malware L.IRL Flltermg
(Subscription) || |l || Protection and {Subscription)
Sandboxing
o Netﬂ ow Event (Subscription)

Firepower Analytics
and Autormation

%-T WML I/@\

Application Visibility Lxl A Built-in Network Identlty F‘c-lu:ﬁ_,.r Control
and Contraol Profiling

aiar]
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Summary



Network Security Data Summary

What Did | Learn in this Module?

- Alert data consists of messages that are generated by intrusion prevention systems (IPSs) or
intrusion detection systems (IDSs) in response to traffic that violates a rule or matches the
signature of a known exploit.

-« Within the Security Onion suite of NSM tools, alerts are generated by Snort and are made
readable and searchable by the Sqguil, Squert, and Kibana applications.

- Session data will include identifying information such as the five tuples of source and
destination IP addresses, source and destination port numbers, and the IP code for the
protocol in use.

- Data about the session typically includes a session ID, the amount of data transferred by
source and destination, and information related to the duration of the session.

- Full packet captures contain the actual contents of data conversations, such as the text of
email messages, the HTML in webpages, and the files that enter or leave the network.

- Statistical data is created through the analysis of various forms of network data.



Network Security Data Summary
What Did | Learn in this Module? (Contd.)

- Host-based intrusion detection systems (HIDS) run on individual hosts.

- Syslog incudes specifications for message formats, a client-server application structure, and
network protocol.

- Server logs are an essential source of data for network security monitoring.

- DNS proxy server logs document all the DNS queries and responses that occur on the
network.

- DNS proxy logs are useful for identifying hosts that may have visited dangerous websites and
for identifying DNS data exfiltration and connections to malware command-and-control
servers.

- SIEM combines the essential functions of security event management (SEM) and security
information management (SIM) tools to provide a comprehensive view of the enterprise
network using log collection, normalization, correlation, aggregation, reporting, and
compliance.



Network Security Data Summary

What Did | Learn in this Module? (Contd.)

The tcpdump command line tool is a very popular packet analyzer. It can display packet
captures in real time or write packet captures to a file.

NetFlow provides valuable information about network users and applications, peak usage
times, and traffic routing.

Cisco Application Visibility and Control uses Cisco next-generation network-based application
recognition version 2 (NBAR?2), also known as Next-Generation NBAR.

Devices such as the Cisco Email Security Appliance (ESA) and the Cisco Web Security
Appliance (WSA), provide a wide range of functionalities for security monitoring by utilizing
content filtering.

Proxy servers are devices that act as intermediaries for network clients.

NextGen Firewall devices extend network security beyond IP addresses and Layer 4 port
numbers to the application layer and beyond.
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Evaualting Alerts (in Security Onion)
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Module Objective: Explain the process of evaluating alerts

Topic Title Topic Objective
Source of Alerts |dentify the structure of alerts.

Overview of Alert Evaluation Explain how alerts are classified.
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Evaluating Alerts
Security Onion

« open-source suite of NSM tools that run on an Ubuntu Linux distribution.

- provides three core functions for the cybersecurity analyst such as:

« RAW: full packet capture and data types
* NIDS, HIDS: network-based and host-based intrusion detection systems
« ALERTS: alert analyst tools.

- Security Onion can be installed as

- standalone installation
* Or as a sensor and server platform.

- Some components of Security Onion are owned and maintained by corporations, such as
Cisco and Riverbed Technologies, but are made available as open source.




Evaluating Alerts

Detection Tools for Collecting Alert Data

 Security Onion contains many
components. It is an integrated
environment which is designed
to simplify the deployment of a
comprehensive NSM solution.

- The figure illustrates the way in
which components of the
Security Onion work together.

aiar]
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Detection

Data
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A Security Onion Architecture
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Detection Tools for Collecting Alert Data (Contd.)

The following table lists the detection tools of the Security Onion:

Compone | Description
nts

CapME This is a web application that allows viewing of pcap transcripts rendered (vykresleny)
with the tcpflow or Zeek tools.

Snort This is a Network Intrusion Detection System (NIDS). It is an important source of alert
data that is indexed in the Squil analysis tool.

Zeek Formerly known as Bro. This is a NIDS that uses more of a behavior-based approach to
intrusion detection.

OSSEC This is a host-based intrusion detection system (HIDS) that is integrated into Security
Onion.

Wazuh It is a full-featured solution that provides a broad spectrum of endpoint protection
mechanisms including host logfile analysis, file integrity monitoring, vulnerability
detection, configuration assessment, and incident response.

Suricata This is a NIDS that uses a signature-based approach. It can also be used for inline
intrusion prevention.



Evaluating Alerts
Analysis Tools

Security Onion integrates these various types of data and Intrusion Detection System (IDS) logs
into a single platform through the following tools:

« Squil: This provides a high-level console for investigating security alerts from a wide variety
of sources. Sqguil serves as a starting point in the investigation of security alerts. Many data
sources are available by pivoting directly from Squil to other tools.

« Kibana: It is an interactive dashboard interface to Elasticsearch data. It allows querying of
NSM data and provides flexible visualizations of that data. It is possible to pivot from Sguil
directly into Kibana to see contextualized displays.

» Wireshark: It is a packet capture application that is integrated into the Security Onion suit. It can
be opened directly from other tools and display full packet captures relevant to an analysis.

« Zeek: This is a network traffic analyzer that serves as a security monitor. It inspects all traffic on
a network segment and enables in-depth analysis of that data. Pivoting from Sguil into Zeek
provides access to very accurate transaction logs, file content, and customized output.



Evaluating Alerts
Alert Generation

timestamped queue

- A cybersecurity analyst works through the security queue investigating, classifying, escalating
(T1, T2, T3, T4), or retiring (rusit) alerts.

- Alerts will generally include five-tuples information, as well as timestamps and information
identifying which device or system generated the alert.

» SrclP - the source IP address for the event.

« SPort - the source (local) Layer 4 port for the event.
« DstIP - the destination IP for the event.

- DPort - the destination Layer 4 port for the event.

* Pr - the IP protocol number for the event.
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Alert Generation (Contd.)

The figure shows the Sguil application window with the queue of alerts that are waiting to be investigated in the
top portion of the interface. The fields available for the real-time events are as follows:

. ST ! ThIS IS the Status Of the event SGUIL-0.9.0 - Connected To localhost R
The event is color-coded by pr|0|’|ty Ele Query Reports Sound: Off ServerName: localhost UserName: analyst UserlD: 2 —_—
based on the category of the alert. oo s | e

Date/Time B
LU= LU .. J V. A £

There are four pr|0r|ty Ievels Very IOW RT 3 seconion-... r:zoag 2020-05-10 2115;33 m.lsazm_-n 60574 angmszuozss m 6 GPL RPC portmap NFS request TCP
. ] ! RT 3 soconion-..  7.20900  202005-1023:16:38  209.165.201.17 44811 200165200235 111 17 GPL RPC pormap mountd request UDP
IOW’ med|um, and h|gh and the CO|OI’S RT 3 seconion-... 5.1706 2020-05-10 23:16:38  200.165.201.17 60574 200165200235 111 & GPL RPC porimap NFS request TCP
RT 3 seconion-.. 51797  202005-1023:16:38  200.165.201.17 44811 200165200235 111 17 GPL RPC portmap mountd request UDP
f I d RT 1 seconion-.. 51814  202006-1518:40:03 209.16520017 37517 209.165200.235 1433 6  ET SCAN Suspicious inbound to MSSQL port 1433
ran g e rom I Ig ht yel IOW to reda as th e RT 1 seconion-.. 51815  2020-06-1518:40:03 200.165.201.17 37517 200.165200.235 5432 &  ET SCAN Suspicious Inbound to PostgreSQL port 5432
: H H RT 1 seconion-. 51816  202006-1518:40:03 209.165.201.17 37517  209.165.200.235 1521 6  ET SCAN Suspicious inbound to Oracle SQL port 1521
p rori ty INCreases. RT 1 seconion-.. 51817  2020-06-1518:40:03 209.165.201L.17 37517 209165200235 5810 6  ET SCAN Potential VNC Scan 5800-5820
R RT 4 seconion-... 3301  202006-1519:04:14 192.168.0.1 162.168.0.10 1 GPLICMP_INFO PING *NIX
¢ C N T - Th IS IS th e COou nt fOI’ th e num be r IR 6 secomion-.  7.2138  202006-17 15:58:17 209.165.201.17 58016 209.165.200.235 80 6 ET CURRENT _EVENTS QNAP Shelishock CVE-2014-6271
. . IRY| 6 seconion-.. 51840  202006-17 155817 200.165.201.17 SB016  200.165.200.235 80 6 ET CURRENT_EVENTS QNAP Shelishock CVE-2014-6271
of times this event has been detected & 1 ccoon. 129 zmwiren oo 8000 O  [OSSEC) wix chpwc: Passwond chack fased |
AT 1 seconion-..  T.4281  202006-17 16:45:23 200.165.200.17 58524 200.165.200.235 80 6 ET TROJAN CozyDuke APT HTTP Checkin v

for the same source and destination IP _ M

PR ]ms ]SI'BIB = ]5 Msgs] User Msgs [ Show Packet Data [ Show Rule

address. The system has determined = cos o e exenons

that this set of events is correlated. S ame : s e | g sy s s
. . . P UAPRSEF
- Sensor - This is the agent reporting the s e s an x L I ot o e 5 e

Whots Query: * None © SrcIP © DstIP

event. The available sensors and their n
identifying numbers can be found in the

Agent Status tab of the pane which 3L ~ex_® Toxt  hocase
appears below the events window on

the left. Squil Window
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Alert Generation (Contd.)

« Alert ID - This two-part
number represents the sensor | femse s | e

SGUIL-0.9.0 - Connected To localhost - B X

Ee Query Beports Soundt Off ServerName: locahos! UserName: analyst UserlD: 2 2020-07-17 15:55:00 GMT|

.
i

that has reported the problem e — e
| IRT 3 secomion-.  7.2080  202005-1023:16:38 20016520117 60574 200165200235 111 6  GPLRPC potmap NFS request TCP
and the event number for that RT 3 seconion-.  7.2090  2020051023:16:38 200.165.20117 44811 209165200235 111 17 GPL RPC portmap mountd request UDP
| AT 3 secomion-.. 51706  202005-1023:16:38 20016520117 60574 200165200235 111 6  GPLRPC portmap NFS request TCP
sSensor. RT 3 seconlon-. 51797  202005-10 23:16:38 200.165.201.17 44811 209.165200235 111 17 GPL RPC portmap mountd request UDP
. L | 1 secomion-.. 51814  202006-15 1B:40:03 209.165.20017 37517 209165200235 1433 6  ET SCAN Suspicious Inbound to MSSQL port 1433
(] Date/T|me - Th|S |S the RT 1 seconion-.. 51815 2020-06-15 18:40:03  209.165.201.17 37517 209165200235 25432 6  ET SCAN Suspicious inbound to PosigreSQL port 5432

. | 1 soconion-.. 51816 20200615 1B:40:03 200.165.20117 37517 209165200235 1521 B  ET SCAN Suspicious inbound to Oracle SQL port 1521

t|mestamp for the event In the RT 1 seconion-.. 51817  2020-06-15 1B:40:03  209.165.201.17 37517 209.165200235 5810 6  ET SCAN Potential VNC Scan 5800-5820
L. | ¥ 4 seconion-.. 3301  2020-06-15 19:04:14 192.163.0.1 192.168.0.10 1 GPLICMP_INFO PING *NIX

case Of Correlated eventS it IS N 6 seconion-..  7.2138  202006-17 155817 20016520017  SB0I6  209.165200.235 80 6 ET CURRENT_EVENTS QNAP Shelishock CVE-2014-6271
th t_ t f th f' t, |- 6 sSeconion-... 5.1849 2020-06-17 15:58:17 200.165.201.17 S8016  209.165.200.235 B0 -} ET (J.RHEHT_E\'ENTSW Shelishock CVE-2014-6271
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vent. i

. . IP Resoluton | Agent Status | Snort Statistics | System Msgs | User Msgs LRI DA AT i
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above the packet data. To
display the rule, the Show
Rule<checkbox must be
selected.

Sguil Window
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Rules and Alerts

- Alerts can come from a number of
sources:

 NIDS - Snort, Zeek, and Suricata
 HIDS - OSSEC, Wazuh Rule

v Show Packet Data v Show Rule

o d |
Asset m a n age m e nt a n alert tcp $EXTERNAL_NET any -> $HOME_NET 21 (msg:"ET EXPLOIT VSFTPD Backdoor User Login Smiley”; flow:established,to_server; content:"USER *; depth:5;

content:”|3a 29|"; distance:0; classtype:attempted-admin; sid:2013188; rev:d;)

monitoring = PaSSive Asset [fnsmi/server_data/securityonion/rules/seconion-eth1-1/downloaded. rules: Line 7159
Detection System (PADS)

« HTTP, DNS, and TCP
transactions - Recorded by
Zeek and pcaps

. Alert
« Syslog messages - Multiple
" o FTLH IR Tt oo AV I 1T L3 1O L AT WS LV L3S L. P i UL ML _ QI F TR A
Sou rceS '—. 1 seconion-gthi-1 5.23 2017-06-19 23:51:12  209.165.201.17 40599 209.165,200.235 21 ] ET EXPLOIT VEFTPD Backdoor User Login Smiley
BT 1 cacnnnn.athi.1 L 201010 J3-51-13 JiM 165 200 338 5200 MG 165 N1 17 TAOE 7 [ Gl ATTACE RESPOKMECE i rhack rotiirnad eant

« The information found in the alerts that are displayed in Sguil will differ in message format
because they come from different sources.
« The“Sguil alert in the figure was triggered by a rule that was configured in Snort.
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Snort Rule Structure
Snort rules consist of two sections, as shown in the figure: the rule header and the rule options.
Rule Location is sometimes added by Squil.

alert ip any any -> any any (msg:"GPL ATTACK RESPONSE id check returned root";
content:"uid=0|28|root|29|"; fast pattern:only; classtype:bad-unknown; sid:2100498;
rev:8;)

/nsm/server data/securityonion/rules/seconion-ethl-1/downloaded.rules:Line 692

Example (shortened...) |[Explanation

Contains the action to be taken, source and destination

ule header  alertip any any ->any any addresses and port, and the direction of traffic flow

(msg:"GPL

ATTACK_RESPONSE ID Includes the message to be displayed, details of packet

rule options CHECK RETURNED gorr;:cee?;,nilg;tot:/ﬁ]ee, rslj)lgrgre\:a}]ngbﬁic:dltlonal details, such as
ROOT”:...) y
. Insm/server_data/security Added by Squil to indicate the location of the rule in the
rule location

onion/rules/... Security Onion file structure and in the specified rule file
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Snort Rule Structure (Contd.)
The Rule Header

The rule header contains the action, protocol, addressing, and port information, as shown in the
figure. The structure of the header portion is consistent between Snort alert rule. Snort can be
configured to use variables to represent internal and external IP addresses.

alert ip any any -> any any (msg:"GPL ATTACK RESPONSE id check returned root";

content:"uid=0|28|root|29|"; fast pattern:only; classtype:bad-unknown; s51d:2100498;

rev:8;)

/nsm/server data/securityonion/rules/seconion-ethl-1/downloaded.rules:Line 692

alert the action to be taken is to issue an alert, other actions are log and pass
Ip the protocol

any any the specified source is any IP address and any Layer 4 port

-> the direction of flow is from the source to the destination

any any the specified destination is any IP address and any Layer 4 port



alert ip any any -> any any (msg:"GPL ATTACK RESPONSE id check returned root";
content:"uid=0|28|root|29|"; fast pattern:only; classtype:bad-unknown; sid:2100498;
(
\rev:8;)

/nsm/server data/securityonion/rules/seconion-ethl-1/downloaded.rules:Line 692

Snort Rule Options

- The structure of the options section of the rule is variable. It is the portion of the rule that is
enclosed in parenthesis, as shown in the figure. It contains the text message that identifies the
alert. It also contains metadata about the alert, such as a URL.

- Snort rule messages may include the source of the rule. Three common sources for Snort
rules are:

« GPL - Older Snort rules that were created by Sourcefire and distributed under a GPLv2. The
GPL ruleset is not Cisco Talos certified. The GPL ruleset can be downloaded from the Snort
website, and it is included in Security Onion.

« ET - Snort rules from Emerging Threats which is a collection point for Snort rules from
multiple sources. The ET ruleset contains rules from multiple categories. A set of ET rules is
included with Security Onion. Emerging Threats is a division of Proofpoint, Inc.

 VRT - These rules are immediately available to subscribers and are released to reqgistered
users 30 days after they were created, with some limitations. They are now created and
maintained by Cisco Talos.
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Snort Rule Structure (Contd.)

alert ip any any -> any any (msg:"GPL ATTACK RESPONSE id check returned root";
content:"uid=0|28|rocot|29|"; fast_pattern:only; classtype:bad-unknown; sid:2100498;

rev:8;)

/nsm/server data/securityonion/rules/seconion-ethl-1/downloaded.rules:Line 692

Explanation

msg: Text that describes the alert.

Refers to content of the packet. In this case, an alert will be sent if the literal text “uid=0(root)”

content: appears anywhere in the packet data. Values specifying the location of the text can be provided.
reference: This is not shown in the figure. It is often a link to a URL that provides more information on the rule.
' In this case, the sid is hyperlinked to the source of the rule on the internet.
classtvpe: A category for the attack. Snort includes a set of default categories that have one of four priority
ype. values.
sid: A unique numeric identifier for the rule.

rev: The revision of the rule that is represented by the sid.



26.2 Overview of Alert Evaluation



Overview of Alert Evaluation
The Need for Alert Evaluation

The threat landscape is constantly changing as new vulnerabilities and threats are discovered.
As user and organizational needs change, so also does the attack surface.

Threat actors have learned how to quickly vary features of their exploits in order to evade
detection.

- It is better to have alerts that are sometimes
generated by innocent (nevinna) traffic,
than it is to have rules that miss malicious —
traffic.

It is necessary to have skilled cybersecurity

analysts investigate alerts to determine if an
exploit has actually occurred.

Tier 1 cybersecurity analysts will work
through queues of alerts in a tool like Squil, “
pivoting to tools like Zeek, Wireshark, and

Kibana to verify that an alert represents an Primary Tools for the Tier 1
actual exploit. Cybersecurity Analyst




Overview of Alert Evaluation

Evaluating Alerts

 Security incidents are classified using a scheme borrowed from medical diagnostics. This
classification scheme is used to guide actions and to evaluate diagnostic procedures. The
concern is that either diagnosis can be accurate, or true, or inaccurate, or false.

 In network security analysis, the cybersecurity analyst is presented with an alert. The
cybersecurity analyst needs to determine if this diagnosis is true.

- Alerts can be classified as follows:

« True Positive: The alert has been verified to be an actual security incident.

- False Positive: The alert does not indicate an actual security incident. Benign activity that
results in a false positive is sometimes referred to as a benign trigger.

« An alternative situation is that an alert was not generated. The absence of an alert can be
classified as:

« True Negative: No security incident has occurred. The activity is benign.
- False Negative: An undetected incident has occurred.



Overview of Alert Evaluation

Evaluating Alerts (Contd.)

When an alert is issued, it will receive one of four possible classifications:

____ Tne False

Positive (Alert exists) Incident occurred No incident occurred

Negative (No alert exists) No incident occurred Incident occurred

* True positives are the desired type of alert. They mean that the rules that generate alerts

have worked correctly.
 False positives are not desirable. Although they do not indicate that an undetected exploit has

occurred, they are costly because cybersecurity analysts must investigate false alarms.
* True negatives are desirable. They indicate that benign normal traffic is correctly ignored, and

erroneous (chybné) alerts are not being issued.
* False negatives are dangerous. They indicate that exploits are not being detected by the

security systems that are in place.

Note: “True” events are desirable. “False” events are undesirable and potentially dangerous.



Overview of Alert Evaluation

Evaluating Alerts (Contd.)

* Benign events are those that should not trigger alerts. Excess benign events indicate that
some rules or other detectors need to be improved or eliminated.

* When true positives are suspected, a cybersecurity analyst is required to escalate the alert to
a higher level for investigation. The investigator will move forward with the investigation in
order to confirm the incident and identify any potential damage that may have been caused.

A cybersecurity analyst may also be responsible for informing security personnel that false
positives are occurring to the extent that the cybersecurity analyst’'s time is seriously
Impacted.

» False negatives may be discovered well after an exploit has occurred. This can happen
through retrospective security analysis (RSA). RSA can occur when newly obtained rules or
other threat intelligence is applied to archived network security data.

 For this reason, it is important to monitor threat intelligence to learn of new vulnerabilities and
exploits and to evaluate the likelihood that the network was vulnerable to them at some time in
the past.
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Deterministic Analysis and Probabilistic Analysis

» Deterministic analysis evaluates risk based on what is known about a vulnerability. This type of
risk analysis can only describe the worst case.

» Probabilistic analysis estimates the potential success of an exploit by estimating the likelihood
that if one step in an exploit has successfully been completed that the next step will also be
successful.

* In a deterministic analysis, all of the information to accomplish an exploit is assumed to be
Known.

* In probabilistic analysis, it is assumed that the port numbers that will be used can only be
predicted with some degree of confidence.

* The two approaches are summarized below.

» Deterministic Analysis - For an exploit to be successful, all prior steps in the exploit must
also be successful. The cybersecurity analyst knows the steps for a successful exploit.

* Probabilistic Analysis - Statistical techniques are used to determine the_probability that a
successful exploit will occur based on the likelihood that each step in the exploit will succeed.




26.3 Evaluating Alerts Summary



Evaluating Alerts Summary

What Did | Learn in this Module?

Security Onion is an open-source suite of Network Security Monitoring (NSM) tools that run on
an Ubuntu Linux distribution.

Security Onion tools provide three core functions for the cybersecurity analyst: full packet
capture and data types, network-based and host-based intrusion detection systems, and alert
analyst tools.

Security Onion integrates the data and IDS logs into a single platform through the following
tools:

Sqguil - serves as a starting point in the investigation of security alerts.
Kibana - It is an interactive dashboard interface to Elasticsearch data.
The Wireshark packet capture application is integrated into the Security Onion suite.

Zeek is a network traffic analyzer that serves as a security monitor.



Evaluating Alerts Summary

What Did | Learn in this Module? (Contd.)

- Snort is a Network Intrusion Detection System (NIDS). It is an important source of the alert
data that is indexed in the Sguil analysis tool.

- Alerts can be classified as True Positive (The alert has been verified to be an actual security
incident) or False Positive (The alert does not indicate an actual security incident).

- An alternative situation is that an alert was not generated. The absence of an alert can be
classified as: True Negative (No security incident has occurred. The activity is benign.) and
False Negative (An undetected incident has occurred).

- Deterministic analysis evaluates risk based on what is known about a vulnerability.

- Probabilistic analysis estimates the potential success of an exploit by estimating the likelihood
that if one step in an exploit has successfully been completed that the next step will also be
successful.



UNIVERSITY OF ZILINA

Faculty of Management Science

and Informatics bakUjem Za pozo rn OSt,

Obsahom boli moduly:
Chapter 25 Network Security Data
Chapter 26 Evaualting Alerts (in Security Onion)

Vyjadrite spatnu vazbu na prednasku a/alebo cviCenie v anonymne;
ankete cez google form:

Vytvorené v ramci projektu KEGA 026TUKE-4/2021.


https://docs.google.com/forms/d/e/1FAIpQLScdHGfitaXAjkXeWB4Ao1OqwsKdbE69vySfyh3-e5wvwQ9WFg/viewform
https://docs.google.com/forms/d/e/1FAIpQLScdHGfitaXAjkXeWB4Ao1OqwsKdbE69vySfyh3-e5wvwQ9WFg/viewform

